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 В работе исследована задача классификации  для 

некоторых классов объектов  с нелинейной 

поверхностью разделения. Решена  задача 

классификации и предложен способ распознования, 

основанного на решении специальных систем 

неравенств, также построен соответствующий 

алгоритм классификации. 
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1. Введение 

Классификация  это разделение объектов по различным двум классам на основе 

близости их параметров в пространстве признаков.  Объектом понимается процесс или 

предмет (сущность) с заданным набором признаков. Решение задачи классификации 

это совокупность метода и соответствующего решающего правила и алгоритма для 

распределения объектов по классам.  

Исследованию различных задач распознавания образов и классификации [1-4] 

посвящено много работ, например, [1-8]. При решении задачи классификации с 

нелинейной поверхностью разделения, возникает определенные трудности, связанные 

со структурой классифицирующих множеств. В этом случае для некоторых классов 

объектов не всегда возможно применение методов, предназначенных решении задачи 

классификации с линейной поверхностью разделения, например, [4-5,7-8]. В настоящей 

работе предлагается один способ решения задачи классификации, охватывающий 

различные классы объектов с нелинейной поверхностью разделения.  

2. Постановка задачи. Рассмотрим обучающую выборку объектов  xX  , каждый 

объект которого задается набором из n  признаков  nxxx ,....,1 , 1n  и  разбитую на 

непересекающиеся подмножества (классы) 21, XX . Пусть каждый класс pX  содержит pm  

объектов ppmp xx ,....,1 , где 
),...,,( 21 n

pipipipi xxxx 
, 2,1,,1  pmi p . 

Далее, предподлжим, что определён [3,6]минимальный размер признакого 

пространства в смысле конкретно заданного критерия качества распознавания. Теперь 

постановку задачи классификации можно формулировать следующим образом: на 

построенном пространстве признаков осуществить классификацию объектов. 

            Для решения задачи осуществим допольнительные построения. Пространства 

признаков ),...,( 1 nxxx   будем считать евклидовым и обозначим через 
nR . Один из 
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множеств 21, XX  и пусть это будет 2X , делим на k  частей kXXX 22221 ,...,, , так чтобы 

kXXXX 222212 ...  . Ясно такое деление всегда возможно, так как 2X состоит из 

конечного числа элементов.  

Среднеквадратичный разброс объектов в классе rX 2  в 
nR  определяется формулой 

dr ( x2r )= √ 1

m2r

∑
i= 1

m
2r

‖x2r− xi‖
2

, 

где rx2  – некоторый элемент множества rcoX 2 , ri Xx 2 , rmi 2,...,2,1 , rm2 - количество 

элементов множества  rX 2 , kr ,...,2,1 . Ясно, что функция )( 2rr xd является 

непрерывной на rcoX 2  по rx2  и поэтому на этом множестве существует минимальное  

значение данной функции. Пусть минимум функции )( 2rr xd достигается в точке 

rr coXx 22  .  

3. Решающее  правило для классификации. 

По известным векторам 21x , 22x , … , кx2 , определенных согласно п.2, из 

соответствующих классов 21X , 22X ,… , кX 2 , используя построение из [7], определим 

следующие множества 
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где 
kji

ijX ,,...2,1,, 
– константы и ясно, что 11 coXx  , 2121 coXx  , … , kk coXx 2 . Также 

как в [7,8] можно доказать, что каждое из множеств 2,1S , 3,1S , …, kS ,1 , 1,2S , 3,2S ,…, kS ,2  

является шаром  при 
1

ijX . Отметим, что константы 
1

ijX выбираются достаточно 

близкими к единице. Если для классов множеств 1X , 21X , … , kX 2  их соответствующие 

выпуклые оболочки 1coX , 21coX ,…, kcoX 2  строго разделимые, то из определения 

множеств 2,1S , 3,1S , …, kS ,1 , 1,2S , 3,2S ,…, kS ,2  следует, что точка x  является близким к   1X чем 

к  2X , если она принадлежить всем  множествам 2,1S , 3,1S , …, kS ,1 ,   и наоборот, точка x  

является близким к   2X если она принадлежить хотя бы одному из множеств 1,2S , 3,2S ,…, 

kS ,2 . 

Таким образом, если для произвольного объекта из
nRw  выполнено следующая 

система неравенств   (1):    
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(1) 

 

то вектор w  является объектом класса 1X . В противном случае рассмотрим 

неравенства (2), (3), (4): 
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Если выпольнено хотя бы один из неравенств (2), (3),…, (4) то вектор w  является 

объектом класса 2X . Если вектор w  не удовлетворяет ни одному из условий (1)-(4), то 

он считается нераспознанным. 

При получении разрешающего правило (1), (2), (3),…, (4) предполагалось, что 

выпуклые оболочки 1coX , 21coX , … , kcoX 2  соответствующих классов строго разделимые 

множества. На самом деле во многих прикладных задачах распознавания может 

оказаться, что множество 1coX  может пересекаться с множествами 21coX , … , kcoX 2  в 

нескольких точках. Это не означает, что данный метод не применим к решению задачи 

классификации в этом случае, так как условие пересекаемости множества 1coX  с 

множествами 21coX , … , kcoX 2  никак ни влияет на выполнение решающих неравенств 

(1), (2), (3),…,(4). В этом случае, множества 1coX , 21coX , … , kcoX 2  необходимо определить 

пренебрегая некоторыми отдаленными элементами соответствующих классов  iX , что 

влечет за собой осуществление классификации с некоторой погрешностью.  

4. Алгоритм распознавания. 

Шаг 1. Моделирование обучающей выборки объектов, которая разбита на 

подмножества (классы) 1X , 2X . Каждый объект задается набором из n  признаков  

 nxxx ,....,1 , 1n . Пусть каждый класс iX  содержит im  объектов iimi xx ,...,1 , где 

),...,( 1 n

ijijij xxx 
, 2,1i , imj ,1 . 

Шаг 2. Определение множеств 21X , … , kX 2 , kXXXX 222212 ...   и объектов 11 coXx  , 

2121 coXx  , … , kk coXx 22   согласно пункту 2. 
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Шаг 3. Определение параметров 
,

ijX  kji ,,...2,1,   соответствующих   классов 1X , 21X , 

… , kX 2 . 

Шаг 4. Распознавание объекта w , применяя решающие правила (1), (2), (3),…,(4). 
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