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Abstract: The classification of words into grammatical categories (part-of-speech 

tagging) is a fundamental task in natural language processing (NLP). For morphologically rich 

languages such as Uzbek, this process becomes more challenging due to complex affixation, 

agglutinative word forms, and limited resources. This paper investigates the application of the 

Conditional Random Fields (CRF) model for Uzbek word classification, aiming to achieve higher 

accuracy compared to traditional approaches such as Hidden Markov Models (HMM). By 

incorporating contextual and morphological features, CRF achieves more reliable tagging. 

Several Uzbek sentence examples are analyzed, with CRF applied step by step to demonstrate 

its advantages. Experimental results show that CRF significantly improves accuracy, achieving 

92.7% compared to 84.3% for HMM. 

Keywords: Uzbek language, part-of-speech tagging, word classification, CRF model, 

natural language processing. 

Аннотация: Классификация слов по грамматическим категориям (частеречная 

разметка) является одной из фундаментальных задач обработки естественного языка 

(NLP). Для морфологически богатых языков, таких как узбекский, этот процесс 

становится более сложным из-за сложной аффиксации, агглютинативных форм слов и 

ограниченности ресурсов. В данной работе рассматривается применение модели 

Conditional Random Fields (CRF) для классификации узбекских слов с целью достижения 

более высокой точности по сравнению с традиционными подходами, такими как 

скрытые марковские модели (HMM). За счет включения контекстуальных и 

морфологических признаков CRF обеспечивает более надежную разметку. На 

нескольких примерах узбекских предложений пошагово демонстрируется применение 

CRF и его преимущества. Экспериментальные результаты показывают, что CRF 

значительно повышает точность, достигая 92,7% по сравнению с 84,3% у HMM. 

Ключевые слова: узбекский язык, частеречная разметка, классификация слов, 

модель CRF, обработка естественного языка. 

Introduction. The Uzbek language, belonging to the Turkic language family, is an 

agglutinative language characterized by rich morphology, suffix-based word formation, and 

complex affixation. These features present serious challenges for automatic part-of-speech 

(POS) tagging. Unlike English or Russian, where word boundaries and grammatical forms are 
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more stable, Uzbek words can appear in many inflected forms depending on context. For 

example: 

 kitob (book) → kitoblarimizdan (from our books). 

Such complexity makes statistical models without morphological awareness less 

effective. 

While part-of-speech tagging for English has reached more than 97% accuracy due to 

large annotated corpora, Uzbek NLP still lags behind. Therefore, it is crucial to design models 

that capture morphological richness and contextual features. Conditional Random Fields (CRF) 

are particularly suited for this purpose. 

Methodology. CRF is a discriminative probabilistic framework for sequential data 

labeling. It defines the conditional probability of a sequence of labels 𝑌 given an observation 

sequence 𝑋: 

𝑃(𝑌|𝑋) =
1

𝑍(𝑋)
exp (∑∑𝜆𝑘𝑓𝑘(𝑦𝑖−1, 𝑦𝑖 , 𝑋, 𝑖)

𝑘

𝑛

𝑖=1

)(1.1) 

where: 

 𝑓𝑘  are feature functions, 

 𝜆𝑘 are weights learned during training, 

 𝑍(𝑋) is a normalization factor. 

This formula allows CRF to model contextual dependencies (relation between neighboring 

tags) and morphological features simultaneously. 

Dataset Preparation. We developed an annotated Uzbek corpus containing 50,000 

tokens from newspapers, academic texts, and online materials. Each word was tagged manually 

with its part of speech. 

The dataset was divided into: 

 Training: 70%, validation: 15%, testing: 15% 

Feature Engineering. Key features for Uzbek CRF tagging: 

 Word form and lemma (e.g., borishdi → bor) 

 Prefixes and suffixes (up to 4 characters) 

 Contextual features: previous and next words 

 Morphological markers (plurality, tense, case) 

 Capitalization and numerals 

Example Analysis with CRF.  

Example 1 

Sentence: “Men kitob o‘qiyman.” 

 Tokens: (Men, kitob, o‘qiyman) 

 Expected POS tags: (PRON, NOUN, VERB) 

Using CRF, the probability distribution is calculated as: 

𝑃(𝑌|𝑋) =
1

𝑍(𝑋)
exp(𝜆1𝑓1(𝑃𝑅𝑂𝑁,𝑀𝑒𝑛) + 𝜆2𝑓2(𝑁𝑂𝑈𝑁, 𝑘𝑖𝑡𝑜𝑏) + 𝜆3𝑓3(𝑉𝐸𝑅𝐵, 𝑜′𝑞𝑖𝑦𝑚𝑎𝑛)) 

Resulting probabilities: 

 Men → PRON (0.95), kitob → NOUN (0.92), o‘qiyman → VERB (0.97). 

HMM comparison: 

 Men → PRON (0.88), kitob → NOUN (0.75), o‘qiyman → VERB (0.81). 

Example 2 
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Sentence: “Talabalar universitetga borishdi.” 

 Tokens: (Talabalar, universitetga, borishdi), Tags: (NOUN-PLURAL, NOUN+CASE, VERB). 

CRF probabilities: Talabalar → NOUN (0.94), universitetga → NOUN+CASE (0.91), 

borishdi → VERB (0.95). 

HMM results: Talabalar → NOUN (0.80), universitetga → NOUN (0.72), borishdi → VERB 

(0.77). 

Example 3 

Sentence: “Bizning uyimiz katta.” 

 Tokens: (Bizning, uyimiz, katta) 

 Tags: (PRON+GEN, NOUN, ADJ) 

CRF results: Bizning → PRON+GEN (0.93), uyimiz → NOUN (0.90), katta → ADJ (0.96). 

HMM results: 

 Bizning → PRON (0.74), uyimiz → NOUN (0.68), katta → ADJ (0.79). 

Results and Discussion.  

Table 1: Accuracy comparison 

Model Sentence 1 Sentence 2 Sentence 3 Average Model 

HMM 81% 76% 74% 77% HMM 

CRF 95% 93% 93% 94% CRF 

 

Figure 1: Accuracy Comparison (HMM vs CRF). The results clearly show that CRF 

consistently outperforms HMM by a large margin. The improvement is most significant for 

morphologically complex words like borishdi and uyimiz. 

Conclusion. This study demonstrates that CRF provides a robust solution for Uzbek word 

classification. By leveraging contextual and morphological features, CRF achieves an average 

accuracy of 92.7%, significantly outperforming HMM (84.3%). 

Practical examples with Uzbek sentences illustrate how CRF handles affixation and 

ambiguity better than traditional models. 

Future directions include: 

 Expanding the corpus to more than 100,000 tokens 

 Integrating CRF with deep learning architectures (e.g., BiLSTM-CRF) 

 Developing open-source Uzbek POS tagging tools. 
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