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ANNOTATSIYA: Mazkur maqolada avtomatik xulosalash tizimlarida tabiiy tilni qayta 

ishlash jarayonida so‘z turkumlarini aniqlash bilan bog‘liq muammolar va ularning yechimlari 

tahlil qilinadi. Sun’iy intellekt asosidagi matn tahlil modellarida so‘z turkumlarini to‘g‘ri 

belgilash, semantik bog‘liqlikni aniqlash va sintaktik tuzilmani tushunish darajasiga bevosita 

ta’sir ko‘rsatadi. Tadqiqotda zamonaviy til modellari (BERT, GPT, RoBERTa va boshqalar) 

asosida o‘zbek tili uchun morfologik teglar yaratish, shuningdek, statistik va neyron 

yondashuvlar integratsiyasi orqali aniqlikni oshirish imkoniyatlari o‘rganiladi. Shuningdek, 

resurslar yetishmasligi, turli tildagi sintaktik xususiyatlar farqi va ko‘pma’nolilik (polysemy) 

kabi muammolarga ilmiy asoslangan yechimlar taklif etiladi. 

KALIT SO‘ZLAR: avtomatik xulosalash, tabiiy tilni qayta ishlash, so‘z turkumi, morfologik 

tahlil, BERT, GPT, mashinali o‘qitish, neyron tarmoqlar, semantik tahlil, o‘zbek tili, korpus 

lingvistika. 

ABSTRACT: This article analyzes the problems associated with the identification of word 

segments in the process of natural language processing in automatic inference systems and 

their solutions. In artificial intelligence-based text analysis models, it directly affects the level 

of correct word class identification, semantic relationship detection, and syntactic structure 

understanding. The study explores the possibilities of creating morphological tags for the 

Uzbek language based on modern language models (BERT, GPT, RoBERTa, etc.), as well as 

increasing accuracy through the integration of statistical and neural approaches. It also 

proposes scientifically based solutions to problems such as resource shortage, differences in 

syntactic features in different languages, and polysemy. 

KEYWORDS: automatic inference, natural language processing, word class, 

morphological analysis, BERT, GPT, machine learning, neural networks, semantic analysis, 

Uzbek language, corpus linguistics. 

АННОТАЦИЯ: В данной статье анализируются проблемы, связанные с 

идентификацией сегментов слов при обработке естественного языка в системах 

автоматического вывода, и пути их решения. В моделях анализа текста на основе 

искусственного интеллекта это напрямую влияет на уровень правильной 

идентификации классов слов, определения семантических связей и понимания 

синтаксической структуры. В исследовании рассматриваются возможности создания 

морфологических тегов для узбекского языка на основе современных языковых 

моделей (BERT, GPT, RoBERTa и др.), а также повышения точности за счет интеграции 

статистических и нейронных подходов. Также предлагаются научно обоснованные 

решения таких проблем, как нехватка ресурсов, различия в синтаксических 

особенностях разных языков и полисемия. 

КЛЮЧЕВЫЕ СЛОВА: автоматический вывод, обработка естественного языка, 

класс слов, морфологический анализ, BERT, GPT, машинное обучение, нейронные сети, 

семантический анализ, узбекский язык, корпусная лингвистика 
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KIRISH 

So‘nggi yillarda sun’iy intellekt va tabiiy tilni qayta ishlash (Natural Language Processing 

– NLP) yo‘nalishlari tez sur’atlarda rivojlanmoqda. Ushbu jarayonlarda avtomatik xulosalash 

tizimlari muhim o‘rin tutadi, chunki ular katta hajmdagi matnlarni qisqartirilgan, ammo 

mazmunan boy shaklda ifodalash imkonini beradi [Jurafsky & Martin, 2023, 241]. 

Avtomatik xulosalash tizimining samaradorligi, avvalo, so‘z turkumlarini aniqlash (Part-

of-Speech Tagging – POS tagging) aniqligiga bog‘liqdir. Chunki, har bir so‘zning grammatik 

vazifasini noto‘g‘ri aniqlash, keyingi bosqichdagi semantik tahlil va xulosalash natijalariga 

salbiy ta’sir ko‘rsatadi [Manning, 2022, 115]. 

O‘zbek tilida avtomatik xulosalash tizimlari uchun yetarli darajadagi korpus va 

morfologik teglar bazasi mavjud emasligi, tilning agglutinativ tuzilishi va boy affiks tizimi 

sababli POS belgilashda xatoliklar yuqori darajada qolmoqda [Rustamov, 2021, 54]. 

Shu sababli, ushbu tadqiqotning asosiy maqsadi – avtomatik xulosalash tizimlarida so‘z 

turkumlarini aniqlashning muammolarini o‘rganish va ularning samarali yechimlarini taklif 

etishdan iborat. 

ADABIYOTLAR TAHLILI VA METODLAR 

1. Avtomatik xulosalash tizimlari turlari 

Avtomatik xulosalash ikki asosiy turga bo‘linadi: 

1. Ekstraktiv xulosalash – matndan eng muhim jumlalarni tanlab olish orqali qisqa xulosa 

yaratish. 

2. Abstraktiv xulosalash – semantik jihatdan yangidan yozilgan, ammo matn mazmunini 

saqlagan holda xulosa yaratish [Nenkova & McKeown, 2011, 47]. 

Ekstraktiv yondashuvlar ko‘pincha TF-IDF, TextRank, yoki LDA (Latent Dirichlet Allocation) 

kabi statistik modellar bilan ishlaydi. Abstraktiv modellar esa seq2seq, transformer, yoki 

encoder-decoder arxitekturasi asosida yaratilgan neyron tarmoqlardan foydalanadi [Vaswani 

et al., 2017, 22]. 

2. So‘z turkumlarini aniqlashning ahamiyati 

So‘z turkumlarini aniqlash avtomatik xulosalash tizimlarining quyidagi jihatlariga ta’sir 

ko‘rsatadi: 

 Matnning sintaktik strukturasini aniqlash. 

 Semantik bog‘lanishlarni to‘g‘ri qurish. 

 So‘zlarning ahamiyat darajasini aniqlashda xatoliklarni kamaytirish. 

Misol uchun, “bank” so‘zi ot (moliyaviy muassasa) yoki fe’l (egish) sifatida talqin qilinishi 

mumkin. POS belgilashdagi aniqlik ushbu noaniqlikni bartaraf etadi [Hovy & Lin, 2020, 65]. 

3. O‘zbek tili uchun mavjud yondashuvlar 

O‘zbek tilidagi so‘z turkumlarini aniqlash bo‘yicha dastlabki ishlanmalar UzWordNet, 

TILCorpus, va O‘zTagger kabi loyihalarda amalga oshirilgan [Shamsiyev, 2020, 18]. 

Bu tizimlar asosan qoidaviy (rule-based) yondashuvga tayanadi. Biroq, hozirgi davrda 

mashinali o‘qitish (supervised learning) va chuqur o‘rganish (deep learning) asosidagi 

yondashuvlar yuqori aniqlik ko‘rsatmoqda. 

Masalan: 

 BiLSTM + CRF modeli so‘zlarning kontekstual bog‘liqligini hisobga oladi. 
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 BERT (Bidirectional Encoder Representations from Transformers) esa so‘zning oldingi va 

keyingi kontekstini o‘zaro tahlil qiladi, bu esa o‘zbek tilining agglutinativ xususiyatlariga mos 

keladi [Devlin et al., 2019, 11]. 

4. Tadqiqot metodlari 

Ushbu maqolada quyidagi metodlardan foydalanildi: 

1. Statistik metodlar – POS belgilash aniqligini hisoblash, korpusdagi so‘z chastotasini tahlil 

qilish. 

2. Neyron tarmoq modeli – BERT asosida fine-tuning orqali o‘zbekcha matnlarda POS tahlil 

qilish. 

3. Eksperimental metod – mavjud “O‘zTagger” bilan BERT asosidagi model natijalarini 

solishtirish. 

4. Vizualizatsiya – natijalarni jadval va grafiklarda ko‘rsatish (2-qismda). 

5. Tadqiqot doirasi 

Tahlil uchun 50 000 ta o‘zbekcha gazeta, ilmiy maqola va Wikipedia maqolalaridan iborat 

matn korpusi tayyorlandi. Har bir so‘zning grammatik belgisi, kontekstdagi o‘rni va morfologik 

shakli BERT modeliga kiritildi. Belgilangan natijalar o‘rganilgan tizimlar bilan taqqoslanadi 

[Tursunov, 2023, 59]. 

MUHOKAMA 

Avtomatik xulosalash tizimlarida so‘z turkumlarini aniqlash muammosi ko‘plab tilda 

ishlovchi tizimlar uchun dolzarb masala hisoblanadi. Ingliz, rus va turk tillarida mavjud 

resurslar va modellar nisbatan keng, biroq o‘zbek tili kabi agglutinativ tuzilmaga ega tillarda bu 

jarayon murakkabroq kechadi [Rustamov, 2021, 56]. 

Asosiy muammo morfologik tahlilning ko‘p qatlamliligidir. Bir so‘z bir nechta qo‘shimcha 

orqali fe’l, sifat, yoki ot turkumiga o‘tishi mumkin. Masalan, “yozuvchilarimizdan” so‘zida 5 

morfem mavjud: yoz- (fe’l ildizi), -uvchi (sifat yasovchi), -lar (ko‘plik), -imiz (1-shaxs egalik), -

dan (chiqish kelishigi). Agar tizim morfemani noto‘g‘ri tahlil qilsa, natijada butun so‘zning 

turkumi noto‘g‘ri belgilanadi [To‘xtayev, 2022, 34]. 

Ikkinchi muammo — ko‘pma’nolilik. “Bor” so‘zi fe’l (harakatni bildiradi) yoki sifat 

(mavjudlikni bildiradi) ma’nosida kelishi mumkin. Neyron modellar kontekst asosida bu farqni 

ajratadi, biroq o‘zbek tilidagi korpuslarning hajmi kichikligi aniqlikka salbiy ta’sir qiladi 

[Shamsiyev, 2020, 19]. 

Uchinchi muammo — resurs yetishmasligi. Ingliz tili uchun millionlab belgilangan 

matnlar mavjud bo‘lsa, o‘zbek tili uchun bunday resurslar juda cheklangan. Shu sababli, 

transfer learning va ko‘p tilli modellar (Multilingual BERT, XLM-RoBERTa) yordamida aniqlikni 

oshirish maqsadga muvofiqdir [Conneau et al., 2020, 41]. 

Muhokama davomida shuningdek statistik va neyron yondashuvlar integratsiyasining 

afzalliklari aniqlangan. TF-IDF asosida so‘z ahamiyatini baholash, BERT kontekstual 

embeddinglari bilan birlashtirilganda, xulosalash aniqligi 7–9% ga oshgan. Bu shuni 

ko‘rsatadiki, so‘z turkumlarini to‘g‘ri aniqlash – xulosaning semantik aniqligiga bevosita ta’sir 

ko‘rsatadi [Jurafsky & Martin, 2023, 242]. 

NATIJALAR 

Ushbu tadqiqotda O‘zbek tilidagi matnlarda so‘z turkumlarini aniqlash uchun BERT va 

O‘zTagger tizimlari natijalari solishtirildi. Eksperiment 50 000 so‘zli korpus asosida amalga 

oshirildi. Quyidagi jadvalda asosiy natijalar keltirilgan. 



 

71 
  

 

1-jadval. POS belgilash aniqligi taqqoslanishi 

Model nomi Aniqlik (%) F1-mezon (%) Qayta aniqlik (%) 

Qoidaviy 

(O‘zTagger) 
86.2 84.7 85.1 

BiLSTM + CRF 91.3 90.8 91.0 

BERT (uzbert-base) 94.6 94.3 94.1 

BERT + TF-IDF 95.2 95.0 94.9 

 

1-rasm. Model turlari bo‘yicha aniqlik farqi 

 
Natijalar tahlili 

Tahlil natijalariga ko‘ra, BERT asosidagi model o‘zbek tilidagi so‘z turkumlarini 

aniqlashda eng yuqori aniqlikka ega bo‘ldi (95.2%). Bu ko‘rsatkich o‘z navbatida avtomatik 

xulosalash tizimining umumiy samaradorligini 8.5% ga oshirdi. 

Tizim, ayniqsa, ot, fe’l va sifat turkumlarida yuqori natija berdi, biroq yuklamalar va 

bog‘lovchilarni aniqlashda aniqlik nisbatan past (89–90%) bo‘lib qoldi. Bu esa ularning 

kontekstga kuchli bog‘liqligi bilan izohlanadi [Manning, 2022, 119]. 

Eksperiment yakunlari shuni ko‘rsatdiki, agar POS belgilashda xatolik 5% dan oshmasa, 

xulosaning semantik aniqligi 90% dan yuqori bo‘ladi. Demak, so‘z turkumlarini to‘g‘ri ajratish 

avtomatik xulosalash sifatining kalitidir [Hovy & Lin, 2020, 69]. 

XULOSA 

Tadqiqot natijalariga ko‘ra, avtomatik xulosalash tizimlarida so‘z turkumlarini aniqlash 

quyidagi xulosalarga olib keldi: 

1. So‘z turkumlarini to‘g‘ri aniqlash – avtomatik xulosalash tizimlarining semantik aniqligi 

va ishonchliligini belgilovchi asosiy bosqichdir. 

2. O‘zbek tili uchun mavjud resurslar cheklangan bo‘lsa-da, BERT asosidagi transfer learning 

yondashuvi yuqori natijalar beradi. 
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3. Statistik va neyron metodlarni birlashtirish (BERT + TF-IDF) 95% aniqlikka erishish 

imkonini beradi. 

4. Korpus hajmini oshirish va morfologik teglar bazasini kengaytirish kelgusida xatoliklarni 

sezilarli kamaytiradi. 

5. O‘zbek tili uchun milliy POS teglar to‘plami va ochiq manbali korpus yaratish ilmiy 

hamjamiyat uchun dolzarb vazifa bo‘lib qolmoqda. 

Natijalar asosida aytish mumkinki, so‘z turkumlarini aniqlashdagi aniqlikning oshishi — 

avtomatik xulosalash tizimlarining umumiy samaradorligini sezilarli darajada yaxshilaydi. 
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